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Prerequisites in Industry 4.0 communication

Defining communication structures 

Development of a common language with its 
own signs, alphabet, vocabulary, syntax, 
grammar, semantics, pragmatics and culture 

The Road map: RAMI 4.0 – The Reference 
Architectural Model for Industrie 4.0
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What is RAMI4.0?

• RAMI 4.0 is a three-dimensional map showing 
how to approach the issue of Industrie 4.0 in 
a structured manner. 

• RAMI 4.0 ensures that all participants 
involved in Industrie 4.0 discussions 
understand each other. 

• RAMI 4.0 is a SERVICE-ORIENTED 
ARCHITECTURE. 

• RAMI 4.0 combines all elements and IT 
components in a layer and life cycle model. 

• RAMI 4.0 breaks down complex processes 
into easy-to-grasp packages, including 
data privacy and IT security.
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Industrial IoT Platform Based on RAMI 4.0 
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Industrial IoT Platform Based on RAMI 4.0 
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Pings data

PING bbbb:0:0:0:12:4b00:18e0:b97c(bbbb::12:4b00:18e0:b97c) 30 data bytes
38 bytes from bbbb::12:4b00:18e0:b97c: icmp_seq=1 ttl=64 time=4042 ms
38 bytes from bbbb::12:4b00:18e0:b97c: icmp_seq=2 ttl=64 time=1047 ms
38 bytes from bbbb::12:4b00:18e0:b97c: icmp_seq=3 ttl=64 time=2077 ms
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Performance vs. slotframe length 

Performance vs. retry limit
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TABLE 4. Experimental results about the influence of Nslot on latency, reliability, and power consumption (measures on real devices).
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TABLE 4. Experimental results about the influence of Nslot on latency, reliability, and power consumption (measures on real devices).

Latency Reliability Power Consumption
Nslot dmin µd �d dp99 dmax n̂tra µ̂d Maxd Plost ✏ 1� ✏pkt ftra flisten P f̂tra f̂listen

[s] [#] [s] [s] [·10�5] [·10�4] µW [·10�5] [·10�4]

11 0.212 0.409 0.194 1.231 1.438 2.34 0.399 7.040 0.0 0.148 12-nines 2.00 90.70 1262.8 1.95 90.71
31 0.491 0.982 0.431 2.301 3.419 2.27 0.969 19.840 0.0 0.119 14-nines 1.91 32.06 453.0 1.89 32.06
51 0.258 1.024 0.649 3.007 3.054 2.25 1.021 32.640 0.0 0.110 15-nines 1.88 19.41 278.3 1.87 19.42
91 0.497 1.741 1.046 4.861 5.397 2.25 1.858 58.240 0.0 0.110 15-nines 1.87 10.80 159.4 1.87 10.80

101 0.352 2.046 1.588 8.764 10.457 2.28 1.936 64.640 0.0 0.124 14-nines 1.95 9.70 144.7 1.90 9.71
151 2.877 5.036 1.755 8.846 14.557 2.25 5.135 96.640 0.0 0.110 15-nines 1.85 6.44 99.0 1.87 6.43
201 0.726 4.216 2.880 12.131 14.050 2.36 4.193 128.640 0.0 0.153 12-nines 1.97 4.78 76.7 1.97 4.78

TABLE 5. Experimental results about the influence of Ntries on latency, reliability, and power consumption (measures on real devices).

Latency Reliability Power Consumption
Ntries dmin µd �d dp99 dmax n̂tra µ̂d Maxd Plost ✏ 1� ✏pkt ftra flisten P f̂tra f̂listen

[s] [#] [s] [s] [·10�5] [·10�4] µW [·10�5] [·10�4]

2 0.496 1.851 1.015 4.441 5.377 2.17 1.861 8.080 0.017 0.0963 0.98154 1.82 9.71 144.1 1.82 9.71
4 0.342 1.853 1.272 6.066 6.090 2.24 1.850 16.160 0.0 0.1102 0.99971 1.88 9.71 144.3 1.87 9.71
6 0.387 2.031 1.323 6.906 7.447 2.32 2.048 24.240 0.0 0.1388 0.99999 1.93 9.70 144.5 1.93 9.70
8 0.726 2.320 1.558 8.255 9.890 2.27 2.285 32.320 0.0 0.1197 7-nines 1.92 9.70 144.5 1.89 9.71

16 0.352 2.046 1.588 8.764 10.457 2.28 1.936 64.640 0.0 0.1244 14-nines 1.95 9.70 144.6 1.90 9.71

Wi-Fi nodes was, on average, fixed, but the load caused by
other Wi-Fi devices located close to the motes was out of our
control and may vary unpredictably. The values obtained for
✏ ranged from 11.0% and 15.3%. In spite of this variation,
because of the high value set for the retry limit the measured
packet loss ratio Plost = Nlost/Nsam was equal to 0 in all
the experiments.

Values for µ̂d, f̂tra , and f̂listen in Table 4 are obtained
starting from ✏ and derived quantities (that is, not measured
directly in the experiments), and can be used to cross-check
the model. Although experiments included only 120 samples,
they are very close to the corresponding measured quantities,
i.e., µd, ftra , and flisten .

B. PERFORMANCE VS. RETRY LIMIT
In the second set of experiments we varied Ntries between
2 and 16. This parameter is mostly related to reliability, but
enlarging its value worsens latency and power consumption
(even though they are affected to a lower extent). For Nslot

we used 101, i.e., the default value. Results are reported in
Table 5. The probability 1� epkt that a packet is successfully
delivered to destination (reliability) quickly approaches 1.
When Ntries = 2, 1 � epkt = 0.98154, while it is as high
as 0.999999999999993 (14-nines) when Ntries is increased
to 16. As expected, we managed to measure a number of lost
packets different from 0 only by setting Ntries = 2. In this
case, the measured packet loss ratio is Plost = 0.017, which

is quite close to the 1� epkt estimate.

Increasing the retry limit had limited effects on latency and
power consumption, because the frame error probability ✏ in
our setup was not particularly high (about 10 � 15%). This
implies that the probability to perform many repetitions in
a row is small, as demonstrated by the fact that 1 � epkt

quickly converges to 1. As can be seen from the table, all
statistics that refer to the latency (including µd, �d and dp99 )
are negatively affected by an increase of the retry limit. It
can be observed the good match between the mean value
µd of the measured latency and its expected value µ̂d. Also
the measured maximum latency dmax increased from 5.377 s
to 10.457 s. However, it is worth noting that this quantity
is not statistically reliable because of the limited number
of samples. In fact, the worst-case latency Maxd ranges in
theory from 8.080 s when Ntries = 2 to 64.640 s when
Ntries = 16.

The effects of Ntries on power consumption are mostly
negligible. In particular, P lay in the range between
144.1µW and 144.6µW. This is due to two reasons: first,
with the parameters we selected for the network and the
application, consumption mainly depends on idle listening;
second, multiple retries are only performed when frame
transmission repeatedly fails, which is an unlikely event in
our setup.
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(even though they are affected to a lower extent). For Nslot

we used 101, i.e., the default value. Results are reported in
Table 5. The probability 1� epkt that a packet is successfully
delivered to destination (reliability) quickly approaches 1.
When Ntries = 2, 1 � epkt = 0.98154, while it is as high
as 0.999999999999993 (14-nines) when Ntries is increased
to 16. As expected, we managed to measure a number of lost
packets different from 0 only by setting Ntries = 2. In this
case, the measured packet loss ratio is Plost = 0.017, which

is quite close to the 1� epkt estimate.

Increasing the retry limit had limited effects on latency and
power consumption, because the frame error probability ✏ in
our setup was not particularly high (about 10 � 15%). This
implies that the probability to perform many repetitions in
a row is small, as demonstrated by the fact that 1 � epkt

quickly converges to 1. As can be seen from the table, all
statistics that refer to the latency (including µd, �d and dp99 )
are negatively affected by an increase of the retry limit. It
can be observed the good match between the mean value
µd of the measured latency and its expected value µ̂d. Also
the measured maximum latency dmax increased from 5.377 s
to 10.457 s. However, it is worth noting that this quantity
is not statistically reliable because of the limited number
of samples. In fact, the worst-case latency Maxd ranges in
theory from 8.080 s when Ntries = 2 to 64.640 s when
Ntries = 16.

The effects of Ntries on power consumption are mostly
negligible. In particular, P lay in the range between
144.1µW and 144.6µW. This is due to two reasons: first,
with the parameters we selected for the network and the
application, consumption mainly depends on idle listening;
second, multiple retries are only performed when frame
transmission repeatedly fails, which is an unlikely event in
our setup.
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TABLE 4. Experimental results about the influence of Nslot on latency, reliability, and power consumption (measures on real devices).
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[s] [#] [s] [s] [·10�5] [·10�4] µW [·10�5] [·10�4]

11 0.212 0.409 0.194 1.231 1.438 2.34 0.399 7.040 0.0 0.148 12-nines 2.00 90.70 1262.8 1.95 90.71
31 0.491 0.982 0.431 2.301 3.419 2.27 0.969 19.840 0.0 0.119 14-nines 1.91 32.06 453.0 1.89 32.06
51 0.258 1.024 0.649 3.007 3.054 2.25 1.021 32.640 0.0 0.110 15-nines 1.88 19.41 278.3 1.87 19.42
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TABLE 5. Experimental results about the influence of Ntries on latency, reliability, and power consumption (measures on real devices).
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[s] [#] [s] [s] [·10�5] [·10�4] µW [·10�5] [·10�4]

2 0.496 1.851 1.015 4.441 5.377 2.17 1.861 8.080 0.017 0.0963 0.98154 1.82 9.71 144.1 1.82 9.71
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a row is small, as demonstrated by the fact that 1 � epkt

quickly converges to 1. As can be seen from the table, all
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µd of the measured latency and its expected value µ̂d. Also
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to 10.457 s. However, it is worth noting that this quantity
is not statistically reliable because of the limited number
of samples. In fact, the worst-case latency Maxd ranges in
theory from 8.080 s when Ntries = 2 to 64.640 s when
Ntries = 16.

The effects of Ntries on power consumption are mostly
negligible. In particular, P lay in the range between
144.1µW and 144.6µW. This is due to two reasons: first,
with the parameters we selected for the network and the
application, consumption mainly depends on idle listening;
second, multiple retries are only performed when frame
transmission repeatedly fails, which is an unlikely event in
our setup.
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TABLE 6. Latency, reliability, and power consumption, measured on real devices, related to four configurations (characterized by different values of Nslot and
Ntries ) targeted to different application contexts.
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TABLE 6. Latency, reliability, and power consumption, measured on real devices, related to four configurations (characterized by different values of Nslot and
Ntries ) targeted to different application contexts.

Configuration Latency Reliability Power Consumption
Condition Nslot Ntries dmin µd �d dp99 dmax Maxd Plost � 1 � �pkt ftra flisten P

[s] [s] [·10�5] [·10�4] µW

Default 101 16 0.528 2.115 1.310 6.579 11.049 64.640 0.0 0.125 14-nines 1.91 9.71 144.4
High Reliability 101 24 1.470 3.090 1.320 7.450 9.360 96.960 0.0 0.132 20-nines 1.92 9.71 144.5
Low Latency 11 3 0.159 0.336 0.135 0.780 1.023 1.320 0.0042 0.142 0.9942 1.92 90.71 1262.4
Low Power Cons. 201 16 2.565 5.535 2.461 13.637 22.366 128.640 0.0 0.112 14-nines 1.92 4.78 76.5
Default (15-days) 101 16 0.522 2.114 1.289 6.393 12.382 64.640 0.0 0.126 14-nines 1.90 9.71 144.5
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P RLow Latency
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FIGURE 7. Effects of different parameter configurations (targeted to specific
application contexts) on power consumption (P), reliability (R), and latency (L).

application contexts. Green points represent the quantity that
mainly benefits from a given setting, while red points are
the effects (almost always negative) that such setting implies
on the other two quantities. As can be seen, optimizing all
performance indicators at the same time is not possible.

To check the reliability of the statistics we obtained from
experimental samples, performance evaluation for the default
configuration was left running after the first 24 hours, so that
the experiment lasted, on the whole, 15 days. By doing so,
Nsam = 10800 samples were actually collected (including
those used to calculate the values in the first row of Table 6).
Results are reported in the last row of the table. Also in
this case, no packets went lost, not even after two weeks
of continuous operation, as witnesses by the fact that all
ping requests succeeded. Measured latency was bounded to
a maximum of 12.382 s and the 99-percentile was 6.393 s.

Results for this extended data set show a good match
with those obtained over a single day, which confirms that
statistics of the latter are reliable enough.

VII. CONCLUSIONS
In this paper, a mathematical model of a TSCH-based net-
work has been proposed, which provides three performance
indicators that are relevant for WSNs: reliability, power con-
sumption, and latency. This model relies on a few parameters
that can be easily estimated from a real setup deployed in the
area of interest. These parameters can then be used in a later
stage to evaluate the expected network performance when
some TSCH configuration parameters are varied. To provide
a realistic estimation of the power consumption, we carried
out a characterization of the latest version of OpenMote B
motes based on measurements performed on a real setup, and
the related results have been presented here.

The analysis of three relevant application contexts, char-
acterized by specific network configuration parameters (slot-
frame duration and retry limit) highlighted that reliability,
power consumption, and latency are intimately connected.
Therefore, it is not possible to optimize all the performance
indicators at once, but their joint optimization must necessar-
ily follow a holistic approach. TSCH proves to be a quite
flexible solution, as the performance demanded by a wide
range of application contexts can be easily achieved by suit-
ably tuning these parameters. As an example we showed that,
for a two-way communication where every packet performs
two hops on the whole (both directions considered), in typical
operating conditions it is possible to either decrease the
average latency below ⇠ 1

3 s, or ensure 20-nines reliability,
or, finally, reduce the power consumption of the network
component by half with respect to the default configuration.
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Conclusions

• OPC-IoT 
• Overcomes standardization complexity
• Based RAMI 4.0
• Overcomes compatibility issue 
• Analyzing the performance indicator for proposed IoT
• Opensource solution for SME

• IFog 4.0
• Overcomes centralization complexity/issues
• Latency issue
• Privacy/Data ownership
• Fast deployment
• Opensource solution for SME

45

• TSCH WSN 

• Analyzes behavior of single and multi hop topologies
• Proposes model to predict TSCH WSN performance 

indicator  
• Proposes method to config/set up fast and easier TSCH 

network for SME
• Proposes method to choose the network parameter 

with requested indicator

• TSCH predictor
• Overcomes simulation complexity for SME
• Easy to perform long experiments 
• Predicts performance indicator 
• Proposes the Web interface beside the command line 

interface

OPC-IoT platform

TSCH PredictorIFog 4.0

TSCH WSN Model



Future work
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• Working on the extension of the TSCH Predictor and 

developing new futures.

• Proposing automated technic to select a best network 

parameters based on the background traffic

• Developing the optimization technic for WSN parameter 

selection.

• Performing more realistic experiments with IFog4.0

• Analyze the performance indicator for IFog4.0

• Developing MQTT solution for IoT platform and compare it 

with OPC-UA 
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• Quantum Pliers Cutting the Blockchain / Giusto, Edoardo; Ghazi Vakili, Mohammad; Gandino, Filippo; Demartini, Claudio Giovanni; 
Montrucchio, Bartolomeo. - In: IT PROFESSIONAL. - ISSN 1520-9202. - ELETTRONICO. - 22:6(2020), pp. 90-96.

• A Densely-Deployed, High Sampling Rate, Open-Source Air Pollution Monitoring WSN / Montrucchio, Bartolomeo; Giusto, 
Edoardo; Ghazi Vakili, Mohammad; Quer, Stefano; Ferrero, Renato; Fornaro, Claudio. - In: IEEE TRANSACTIONS ON VEHICULAR 
TECHNOLOGY. - ISSN 0018-9545. - ELETTRONICO. - (In corso di stampa).

• A Fuzzy Control System for Energy Efficient Wireless Devices in the Internet of Vehicles / Mario Collotta; Renato Ferrero; Edoardo
Giusto; Mohammad Ghazi Vakili; Jacopo Grecuccio; Xiangjie Kong; ; Ilsun You International Journal of Intelligent Systems 
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Appendix B. DIIG: A 
Distributed Industrial IoT 
Gateway

• The algorithm for IoT gateways proposes to bridge the 
traditional industrial network and the new paradigm of 
the Internet of Things network.

• Read Nodes data on the Profinet and Modbus.
• Change the protocol.
• Then push to the IoT Platform with the 

customized SDK.
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Industrial IoT Platform 
Based on RAMI 4.0 

• OPC- gateway algorithm

• Adapting DIIG algorithm with 

OPC-UA protocol 

• Exchange data with Profinel

protocol

• Based on service oriented

protocol

• Easy to adopt with PLCs, no 

need to install or using any 

additional middleware

OP
C-

Io
T 

pl
at

fo
rm

55



Industrial IoT Platform 
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DIIG gateway AlgorithmOP
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Industrial IoT Platform 
Based on RAMI 4.0 

• OPC-IoT Server algorithm 

• Implemented based on OPC-

UA protocol

• Using 3 different No-SQL 

database

• Generates one dedicated 

Node for each IoT device

• Replies delivery message 

when each message is 

recorded in the database
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Performance evaluation Fairness

• Result of 100,000 
messages that were 
sent to the server from 
each client, and the 
data were stored in 
various database 
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Performance evaluation: Roundtrip
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Channel Hopping in IEEE 802.15.4 Networks
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Fig. 1. Channel hopping behavior: the physical channel on which subsequent transmissions of the link A ! B are performed keeps changing.

Second, it improves resilience against narrowband distur-
bance. In fact, having subsequent transmissions (and retrans-
missions) on the same link occurring on different physical
channels decreases the likelihood that a specific frame is
definitely lost (more on this later). Basically, the joint use of
time slotting and channel hopping in TSCH enables mixed
time-frequency diversity [6] in IEEE 802.15.4, and makes
transmission attempts for the same frame, as well as subse-
quent packets in the same stream, as independent as possible.

In this paper we are interested in the second aspect, as the
former mainly concerns the configuration of the TSCH matrix
and consists in finding the optimal schedule for transmissions.
In the following, we will take explicitly into account what
happens when channel hopping is employed in a time-slotted
WSN. Non-slotted solutions, like the non-beaconed IEEE
802.15.4 mode, were not considered, since the behavior of
CSMA/CA differs noticeably from TDMA [21].

C. Channel Hopping Effects

Quantitative assessment of the effects of channel hopping in
TSCH can be performed in terms of a number of performance
indicators about the Quality of Communication (QoC) over a
link experienced by a pair of nodes involved in the transmis-
sion of a data stream. In this paper, QoC is mainly defined in
terms of network reliability and timeliness. When dealing with
distributed systems where devices are interconnected by a dig-
ital network, communication reliability is the probability for a
packet exchange to succeed, which empirically coincides with
the fraction of transmitted packets that are not lost, evaluated
over a long enough time span. Concerning timeliness, we have
to distinguish between one-way and round-trip latency. The
former consists in the time elapsing between the transmission
request for a packet in the originating node and its reception
on the target node, while the latter measures the time between
a request and the related response, both taken on the initiator.
Because of the erraticness of the wireless spectrum, latency
characterization need to be performed on statistical basis.

As we will see, not necessarily channel hopping improves
performance indicators about the quality of communication
over a link. In fact, in the unusual (but not completely unreal-
istic) case where spectrum conditions do not vary appreciably
over time, performing a preliminary channel scan and selecting
for transmission a fixed frequency, chosen among the less
crowded and less disturbed ones, may likely provide better
performance than channel hopping. Much more realistically,

adaptive mechanisms can be exploited that from time to time
evaluate the conditions of a set of channels and select the best
one. Besides papers available in the scientific literature [22]–
[24], the ZigBee specification [2] as well foresees a frequency
agility feature. The main problems, in these cases, are the
needs to re-evaluate spectrum conditions, either periodically
(which implies an increased power consumption for motes)
or on demand, when the QoC perceived by the motes drops
below an acceptable threshold, and to propagate this infor-
mation on all network nodes. In the meanwhile, applications
may suffer from degraded (and possibly inadequate) network
performance, until a new channel is found. Moreover, in large
mesh networks, unlikely a single frequency exist that ensures
optimal performance over the whole area covered by the WSN.

A distinctive advantage of channel hopping over adaptive
approaches is its inherent simplicity. In fact, the transmission
channel keeps continuously changing, irrespective of the actual
spectrum conditions. Therefore, this mechanism has zero inter-
vention time and does not drain additional energy for channel
management. Generally speaking, what we expect from chan-
nel hopping is not, in absolute terms, higher communication
reliability or lower latency with respect to pure time slotting
on a fixed channel. Instead, it ensures, on average, good
performance out-of-the-box, which likely remain stable over
time, without requiring any specific configuration based on
environmental conditions. The last statement is not completely
true. In fact, black- and white-listing techniques [9] have been
proposed for TSCH, which dynamically change the hopping
sequence to exclude badly behaving channels. For the sake
of truth, these mechanisms are quite complex and not in
widespread use in existing implementations (for instance, they
have not been explicitly included in 6TiSCH).

In TSCH, what actually matters is the overall amount of
interference and disturbance all over the network, all channels
considered, and not the extent to which every single channel
is affected. This makes it particularly resilient in those cases
where, for example, the operating frequencies of co-located
Wi-Fi infrastructures may vary, either automatically (by smart
access points) or by hand (by IT managers), or, more simply,
where users may access the Internet (or the local intranet)
through different access points tuned on distinct channels.

III. EXPERIMENTAL EVALUATION

A non-negligible problem when measuring the performance
of wireless communication technologies in the real world

2

TSCH basics and provides some preliminary discussions on
how channel hopping affects performance. The experimen-
tal testbed and the performance indicators used to evaluate
communication quality are presented in Section III, while
experimental results for three measurement campaigns, along
with the final discussion, are provided in Section IV. Finally,
conclusions are drawn in Section V.

II. TSCH

TSCH is an enhanced MAC mechanism for IEEE 802.15.4
that combines two distinct but interrelated MAC mechanisms:
time slotting and channel hopping.

A. Time Slotting

Time slotting belongs to the more general class of time
division multiple access (TDMA) [18] approaches, where the
transmission medium is shared among the nodes belonging
to the same network on the basis of time. Nodes in TDMA
are assigned specific and non-overlapping time windows, in
which they can freely and exclusively access the medium, as
opposed to carrier sense multiple access (CSMA) mechanisms,
where no preliminary agreement exists. The easiest way to
do so is to split time into periodically recurring intervals,
customarily denoted superframes, which are the basis for
bandwidth allocation to nodes.

Time slotting is a specific flavor of TDMA that foresees
that time is split into elementary intervals, denoted timeslots

(or just slots), which have exactly the same duration. Each slot
accommodates exactly one frame exchange, either acknowl-
edged or not. Therefore, slot duration must account for one
data frame with the maximal payload plus the related acknowl-
edgment frame (as well as for interframe spaces). While this
approach is, in general, not very efficient from the point of
view of bandwidth allocation, the limited maximum payload
foreseen by IEEE 802.15.4 an the fact that it mainly focuses
on low power consumption make it perfectly acceptable.

According to time slotting rules, frame transmissions take
place on so-called links, each of which is characterized by the
addresses of the involved source and destination nodes and is
assigned a slot identified by its relative position (SlotO↵set)
within the slotframe. In stable normal operating conditions,
i.e., when all nodes belonging to the network are time-
synchronized, this mechanism is able to prevent collisions
among them. To this purpose, a suitable network-wide sched-
ule must be defined for exchanges so that every slot in the
slotframe is allocated for transmission to one node at most.
In practice, every node has to maintain only its view of the
schedule, restricted to those slots it is interested to either read
or write. The properties of solutions based on TDMA and time
slotting are well known, and have been largely analyzed and
debated in the scientific literature [19], [20]. For this reason,
they will not be considered further in the following.

B. Channel Hopping

A second technique is additionally foreseen by TSCH,
namely channel hopping. It is worth remarking that setting up

a WSN that only exploits time slotting can be easily achieved,
even on real equipment, by enforcing TSCH to operate on a
fixed channel (e.g., by redefining the hopping sequence so
that all channels coincide, or by setting the length of such a
sequence to one). Conversely, channel hopping can be hardly
implemented without a shared reference grid for timings (like
the one provided by time slotting). In fact, having the nodes in
the network jointly and orderly wandering among channels in a
seemingly random way (which in reality takes place according
to a pre-defined pattern) requires not only cooperation, but also
strict time synchronization among them.

Timings for channel hopping in TSCH come for free from
the time slotting mechanism. In fact, the transition between
any slot and the next also drives frequency switching. More-
over, the absolute slot number (ASN ) globally maintained
for the whole network by TSCH is also used to decide on
which physical channel every frame transmission will actually
take place. ASN is a counter encoded on 5 bytes, which is
initialized to 0 at network formation and is increased by one
on every slot. Every node separately increases its copy of
ASN , but all replicas remain coherent because they have the
same synchronized view of time. Moreover, the ASN value is
included by nodes in enhanced beacons, hence allowing new
nodes to (re-)synchronize.

Concerning access rules, a channel offset parameter
(ChO↵set) is additionally defined on a per-link basis. It
permits a number of frames, characterized by different trans-
mitters and receivers, to be sent in the same slot (as identified
by ASN ) but using different frequencies. Overall, the TSCH
schedule can be seen as a matrix where every cell corresponds
to a link. The column and row of each cell represent the
related slot and channel offsets, respectively. According to the
IEEE 802.15.4 specification, the physical channel (PhyCh) on
which frame transmission for any given link will be performed
is computed as

PhyCh = HopSeqList [(ASN + ChO↵set)%HopSeqLen]

where symbol % denotes the modulo operator, HopSeqList
is the pseudo-random sequence of channels used for hopping,
and HopSeqLen is its length. As an example, Fig. 1 depicts
a link described by the cell at coordinates SlotO↵set = 2,
ChO↵set = 3 in the TSCH matrix, when the slotframe
includes 101 slots and the hop sequence list of the current
OpenWSN 6TiSCH implementation is considered.

Channel hopping brings two main benefits to the basic time
slotting mechanism. First, it increases the network bandwidth
available on the whole to applications, by enabling several
nodes (up to the number of available physical channels) to
perform transmissions contextually (at any time, the bandwidth
available to any single node remains clearly the same). In
the case of the Industrial, Scientific, and Medical (ISM) band
operating at 2.4 GHz, up to 16 channels are available, which
increases the peak overall throughput from 250 kb/s to 4 Mb/s,
not considering spatial channel reuse. This means that either
larger networks (including a higher number of devices), or
shorter sampling periods (enabling a finer monitoring of the
physical system) are supported.
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The expected number of transmission attempts 
performed for a packet correctly delivered on a single 
hop is described by a truncated geometric series 
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since the overall number of frames transmitted on-air for a single end-to-end packet exchange equals Nhopwhen no 
errors occur, and every retry uses an additional slotframe, an estimate of the average transmission latency (that, for 
request-response pairs, coincides with the round-trip time) can be obtained from n_tra and d_min as 
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Influence of Nslot and Ntries on reliability, power consumption, and latency, evaluated using the proposed 
network model ( ! =0.4, Ntries =16 for Plot 1, Nslot =101 for Plot 2 and Plot 3).

Leveraging the mathematical model
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Influence of Nslot and Ntries on reliability, power consumption, and latency, evaluated using the proposed 
network model ( ! =0.13, Ntries =16 for Plot 4, Nslot =101 for Plot 5 and Plot 6). Effects of moving working 
points—marked with solid red circles (•)—away from the default configuration—marked with emptyred
circles (◦)—are suitably labelled.

Evaluation of relevant configurations
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